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Disclaimer:
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It makes no claims to completeness and does not constitute legal advice. 
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If you have any queries regarding the issues raised or other legal topics, please get in 
touch with your usual contact at JPM Jankovic Popovic Mitic.



 
(Insights from the Part 1 of JPM International DP Conference, November 2022)

As the terms “hunger” and “benefits” in most cases exclude each other and expecta-
tions of all interested parties are high on both ends, we spent hours listening carefully 
to what lecturers and panelists of our data protection conference were saying, to sum-
marise ideas and solutions to a complex question from the headline. 

Valuable solutions result from different approaches and expectations of different stake-
holders – citizens, scientists, projects, digitalisation and technology leaders, regulators 
and commerce. Is Serbia, as a regional digitalisation leader, capable of aligning the 
hunger for (personal) data, dignity and well-being of its citizens? It is a difficult ‘exam’ to 
pass.



As it was the case throughout the past, hunger has always represented the primary 
condition for any kind of innovation. Some might call it by many different names such as 
the birth of an idea, the desire for improvement, and the intention to contribute to the 
community, but in its essence, it is hunger. 

Although in the literal and etymological sense, hunger and benefits are mutually exclu-
sive terms, in the specific case, the global community has waited for this type of ‘’star-
vation’’ to appear as it is a conditio sine qua non when it comes to improving all those 
aspects that we had the opportunity to hear about at the conference. 

The main idea of the policymakers is to collect, i.e. to transfer genetic and biomedical 
data from the state institutions carrying out genome sequencing and processing bio-
medical data and store them on an online platform managed by the Office for Techno-
logical Development and E-Government – forming genetic and biomedical repository 
with an aim:

•	 to connect collected data with patients’ health electronic records to be used by 
HCPs; 

•	 to (pseudo) anonymise personal data and to enable access to data, data sharing, 
and manipulation by researchers and commerce.

Biomedical data which are to be collected are: patient therapy and realised prescrip-
tions data, patient laboratory analysis/report data, medical documentation related to 
the patient, and radiology reports. The following benefits are expected: development of 
precision medicine and better patient treatment, early diagnostics, improved registries 
of diseases, increase of NGS capacities, development of genetic data standards, integra-
tion of various electronic healthcare systems, increase of the number of clinical studies 
conducted in Serbia, etc.

Yet, the regulatory framework to implement the above stated objectives is still unknown 
and vague.



Issues identified:

a.	 Legal ground for processing genetic and biomedical data

i.	 As an online platform will be used by participants in research to register and pro-
vide consents (both “medical” and for processing of personal data), the platform 
shall be structured in the manner that both consents shall be managed by partic-
ipants and data subjects. The particular question is how to obtain both consents 
for new research (in case the concept of broad consent cannot be applied, i.e., the 
next purpose substantially differentiates from the previous one). Some lecturers 
and panellists from institutions carrying out research confirmed that they obtain 
new consent each time when the purpose of processing/research is different, i.e., 
contact participants to ask for consent. In cases where thousands of participants are 
involved, the option to implement the concept of dynamic consent, i.e., to provide 
participants/data subjects with a possibility to opt-out (in case of implementing 
“broad consent”).  The results of the research (personal data) can be used for 
further research in line with Article 5 (1) (b) and Article 9 (2) (j) of GDPR – the same 
arguments can be applied to further processing of personal data for scientific and 
research purposes, resulting from conducted clinical trials. Article 9 (2) (j) of GDPR 
shall be transposed in the Serbian national framework as this provision requires 
form Member States to specify the scope of  its applicability of this legal basis, i.e. 
when this legal basis can be applied;

ii.	 As per collection, storage and further processing of genetic and biomedical data 
transferred by state institutions, legal grounds such as legitimate interest or task 
carried out in the public interest (Article 6) and Article 9 (2) g)-j) may be considered. 
In case the processing is based on legitimate interest, controller(s) shall carry out a 
legitimate interest test to evaluate whether such interest is overridden by the inter-
ests or fundamental rights and freedoms of the data subjects, which require protec-
tion of personal data (using the Commissioner model – available its website). 



In case the processing is performed in a task carried out in the public interest, condi-
tions set out in Article 14 of the Serbian Data Protection Act must be met – this means 
that public interest shall be envisaged by the law including the general conditions gov-
erning the lawfulness of processing by the controller; the types of data which are sub-
ject to the processing; the data subjects concerned; the entities to, and the purposes 
for which, the personal data may be disclosed; the purpose limitation; storage periods; 
processing operations and processing procedures, including measures to ensure lawful 
and fair processing. As per research purposes, the same arguments as in item i) shall be 
applied.

b)	 Data Protection Impact Assessment  

Controllers shall carry out Data Protection Impact Assessment (DPIA) in case of:
i.	 processing on a large scale of special categories of data;
ii.	 use of new technologies or technological solutions for the processing of personal 

data with the possibility of use of personal data for analysis or prediction of the 
health of natural persons; 

iii.	 processing of personal data by crossing, connecting or checking congruency from 
more sources.

The controller shall, prior to processing, carry out DPIA which shall contain:
a.	 a systematic description of the envisaged processing operations and the purposes 

of the processing, including, where applicable, the legitimate interest pursued by 
the controller; 

b.	 an assessment of the necessity and proportionality of the processing operations in 
relation to the purposes; 

c.	 an assessment of the risks to the rights and freedoms of data subjects; and 
d.	 the measures envisaged addressing the risks, including safeguards, security mea-

sures, and mechanisms to ensure the protection of personal data and to demon-
strate compliance with the Serbian Data Protection Act, taking into account the 
rights and legitimate interests of data subjects and other persons concerned.



According to the opinion of the Commissioner presented at the conference, the most 
common mistakes the controllers make when carrying out are the following:
i.	 not all AI systems pose risks for personal data and rights and freedoms of data 

subjects;
ii.	 capacities of the parties involved – controllers, joint controllers, processors in all 

phases of the processing activity including development, deployment, and use of AI 
systems. It would be of particular importance for controllers/s and/or processors 
to understand their roles in the course of implementation of the concept of policy-
makers;  

iii.	 wrong legal ground for processing;
iv.	 “function creep” – undefined or poorly defined purpose of the processing; 
v.	 lack of responsibilities for processing posing additional risks; 
vi.	 insufficiently diverse trained data or inappropriate data for the intended purpose 

which may lead to discrimination of citizens. 

The Commissioner should issue DPIA guidelines at the beginning of next year.

c)	 Anonymisation 

In case of being used for developing algorithms or another kind of research either by 
researchers from state institutions or commerce, personal data must be anonymised. 
The question is which anonymisation technics to apply, who will perform anonymisa-
tion technics and which requirements these legal entities shall fulfil, and which compe-
tent body decides makes the decision whether applied anonymisation technics really 
make the personal data anonymised to prevent abuse of personal data. 

On the other side, experts at the conference stressed that completely anonymised data 
may not meet the requirements of the intended research (“garbage in – garbage out”) 
and for this reason, controllers should apply one or more legal basis (above) when shar-
ing personal data for the purpose of research and development of IA algorithms.



d)	 Pending regulatory framework

The Serbian Government formed Working Group with the task to draft Guidelines for 
Development, Application and Use of Trustworthy and Responsible Artificial Intelli-
gence. The draft is recently finalised and could be found at the following link 
The Guidelines should serve as transitional solution – until enactment of the law gov-
erning IA.

Experts at the conference mentioned that Law on Repository of Genetic and Biomedical 
Data shall be enacted next year.
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